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1 Executive Summary

The ICT Gateway represents the central entity within the overall Net2DG solution. It aims at collecting
data from the field through different subsystem HeadEnds that act as point of contact. Collected data
are then organized and properly stored in order to make them available to the application layer ICT
Gateway also interacts with the Grid Observability Model to get an estimation and validation of data
when they are not available from the field.

This deliverable lays the foundations for the identification of the existing (and not existing) interfaces
with each Subsystem HeadEnd, aiming at identifying the characteristics that the existing systems are
able to provide and the features that any HeadEnd systems to be developed should be able to provide.
Additionally, it is provided an analysis of data types and the data volume created by each of the
HeadEnds, which are considered in the project in order to ensure that the ICT Gateway and the related
architecture are properly designed from software, hardware and network point of view.

As a result, an initial design of the ICT Gateway architecture is provided together with definition of
data model, which represent a relevant input for the next implementation of the ICT Gateway. Finally,
the deliverable also collects the results of fault and threat analysis carried out on the ICT Gateway
architecture, taking into consideration both the relevant functions of the ICT Gateway and the
interfaces with other systems. The final results of the analysis are the identification of potential
countermeasures aiming at mitigating the scenarios of failure or attacks in the ICT Gateway, according
to the next prioritization of hazards and threats.
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2 Background and Introduction

This section provides the background and work done in this deliverable, and gives an introduction to
the covered topics. Moreover, an overview of the state of the art is also presented in Section 2.2.

2.1 Overview and Structure of Deliverable

In Deliverable [D1.2] a sketch of the communication architecture in Net2DG is described. The high level
view of this is here shown in Figure 1. This view provides a rough framework to describe functionalities
and entities in the project, and aims to clarify and simplify the Net2DG system, as it is fairly complex
and distributed in nature.

DSO
database(s)
Net2DG maintenance services

DSO Net2DG system

domain Net2DG

maintenance
domain

Topology
Subsystem

RTU
Subsystem(s)

Inverter WEB
subsystem(s)

= b |
o - I Smart Meter(s)
Inverter-tied Measurement and
pattery actuation devices
meter
Storage Inverter

Figure 1: High-level Division of Access Domains and Subsystems (Deliverable D1.2 [1])

The main domains, which are also described in the Deliverable D1.2 [1] are summarized here:
e DSO Domain: DSO controlled and operated communication infrastructure
¢ Net2DG maintenance domain: a distributed set of services and functionality hosted at various
Net2DG partners to support and maintain Net2DG functionality. This entails placeholders for
log files, code repository, data traces, etc.
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o Subsystem domains (Inverter WEB, RTU subsystem, AMI subsystem): Any system that
provides useful information to the Net2DG system. A subsystem often hides a lot of internal
complexities, optimizations etc., that is out of scope for the Net2DG project.

The main location of Net2DG functionalities is found in the DSO domain, while interfaces to subsystems
are provided by the various system operators of the particular domain. As the work in Work Package
3 intends to detail interfaces, functionality and in general architecture, the structure of this document
is such that subsequent to this overview, it provides an overview of system level state-of-the-art with
the purpose of positioning the core aspect of Net2DG relative to other existing frameworks at both
commercial and research level.

Thereafter in Section 3, the deliverable details existing interfaces to the subsystem with the aim to
provide the reader with a full overview of the existing building blocks and their capabilities. This
overview is important as it sets interaction possibilities, limitations and constraints in regards to
subsystems, needed for the later design of the system.

Since all these data sources potentially produce a vast amount of data, a rough analysis of the data
volume created to support the Net2DG system is provided in Section 4. It is important here to state
that this is only a rough estimate, as more accurate data volume estimates require full understanding
of application behaviours which at current state is not available. However, the aim is to ensure that
the DSO domain networks and entities have enough capacity to handle the amount of traffic and data
that is expected. Later measurements and assessments can then be done to validate the estimates for
dimensioning the platform capacity for a final system deployment.

In Section 5 the initial design of the main components of ICT Gateway are described. This design is a
first draft of an ICT platform that enables implementation and operation of the various applications
based on subsystem interactions. Implementation of the described architecture is expected shortly
after the release of this deliverable and will bring in valuable experiences for a second iteration of the
architecture. Hence, an update is expected of this architecture later in the project.

To interface to the various subsystems, additional components are required, such as data format
normalization, protocol conversions, various local optimizations (e.g. caching), security establishment
etc. They will need to be addressed and handled individually. In Section 6, the components that will be
needed for the selected subsystems will be designed and described. Later implementation of these
components will similarly require an update of the internal structures later in the project.

Finally, in Section 7 an initial security and fault assessment is carried out on the sketched system
concept. This part is important, as it allows to understand and prioritize problems and issues in relation
to a first trial setup. In particular, this part plays a key role as to serve as documentation in accordance
with the GDPR requirements for handling potentially sensitive data that the project has performed the
required analysis and that it is enforcing the right level of protection and mitigations in the trial setups.
The deliverable ends with a conclusion in Section 8, which is followed by some appendices with useful
information such as detailed interfaces, lists of information and events from subsystems, that are too
large to include in the main document.
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2.2 Concept State-of-the-Art Overview

The challenge of making data from different IT subsystems accessible and to enable data-intensive
services on top of such heterogeneous data has been previously investigated in different application
scenarios in the context of loT platforms: Reference [2] provides a survey of different so-called loT
platforms, among them vendor specific solutions like Bosch Bezirk (allowing ad-hoc and peer-to-peer
access), Vodafone loT platform to connect to data sources via SIM card and cellular access and open
platforms developed in consortia like FIWARE and OpenloT. In the view of Net2DG, such loT platforms
can be seen equivalent to the sub-systems that the ICT Gateway of Net2DG connects to so Net2DG is
not developing a new loT platform, rather a solution to connect to existing data subsystems and to
make distribution grid related data usable for data analytics applications that provide a benefit to the
DSO. Abstracting from the specific usage purpose, the Net2DG solution to connect to subsystems has
a similar ambition and purpose as interoperability solutions that have been developed in the BigloT
project, see [3]. However, the BigloT solution is centered around a marketplace for data that uses
semantic representations. While such approaches are useful for a wide variety of loT use-cases, the
focus of Net2DG is delimited to the DSO data sources, and the openness of an loT marketplace is not
(yet) required for the digitalisation of the distribution grids as considered in Net2DG.

In comparison to Net2DG, eSmart systems [4] also provide a platform that develops digital intelligence
for the energy industry and smart communities. The eSmart system provides software solutions to the
energy industry, service providers and smart cities, where the platform is designed to handle and
exploit loT, Big Data and Analytics technologies in real time. Common to all applications are vast data
quantities gathered from sensors, which are analyzed using advanced prediction and optimization
models. However, this platform is designed for Big Data from the ground up without legacy, wherein
as stated above, Net2DG will be based on connecting the “existing” data subsystems and making
distribution grid related data usable for data analytics applications that benefit the DSOs.

According to [5], currently a limited number of MV/LV substations are equipped with SCADA to
exchange data. Reference [6] provides a review of recent implementations of advanced SCADA
systems within TSO and DSO environments, a roadmap for a future system architecture, and
integration and functionality requirements to meet the needs of the digital grid. It is also worth to
mention here that SCADA systems can leverage industrial 10T technology to improve existing ICT
infrastructure [5]. Moreover, in order to cope with future challenges (specially related to distributed
generation) the Danish DSOs have published plans to install and employ SCADA systems in the near
future [7]. Since the SCADA protocols introduce high network load [5] as well as the system
performance is affected by the number of clients [5], it is worth to explore at this stage accurate data
volume estimates for a full understanding of the various Net2DG applications in context of this
deliverable.

Systems like eSmart provide more full-fledged BigData loT platforms, but more restricted data

analytics solutions are currently used in this field, too. This can be dedicated analytics or Business
Intelligence (BI) solutions build by larger DSOs for their specific purposes - an example is Agder Energi
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[8]. They have built a solution based on Microsoft’s Azure technologies, which combines data from
smart meters, substation monitoring, MV/HV monitoring and sources like weather and forecasting
data. The Business Intelligent solution combines this to support daily operation (outage detection,
voltage quality problems, etc.) as well as for planning purposes. Similar analytics solutions are provided
by vendors in the market and resemble the Net2DG solution by combining multiple sources and some
visualization to drive decision making.

The paper in [9] reviews the detailed applications of data analysis in smart grids, including predictive
maintenance and fault detection with advanced metering infrastructure.

Distribution System State Estimation (DSSE) [10] is an analytical method for providing a reliable source
of information related to the state of the grid, by filtering the raw data and detecting gross errors.
Ideally, it makes use of near-real-time data to provide a good estimation. In many cases, this data is
insufficient or unavailable. Traditional historic analytics generate pseudo-measurements which can
build predictive outputs useful for DSSE and remedy to the lack of information. However, there is a
higher error probability in the pseudo-measurements [11]. Data analytics should be built on a platform
leveraging both historical and near-real-time analysis.

Authors of [11] tested the functionality of a DSSE algorithm and analyze the capabilities of processing
large amounts of historical batch data. At the same time, the test aims to characterize the performance
and bottlenecks of parallel processing of both stream and batch data types, taking into account
parameters such as memory usage, processing time and in memory processing behaviour [11]. A
summary of pros and cons of the aforementioned analytics for DSSE is presented in [12]. As historical-
data-based analytics are useful to build periodic reports for strategic and long-term decisions, they are
also limited by the temporal effects. Historical data may not give a true pattern of a data trend, if this
has changed with time. While near-real-time analytical tools can address the temporal dependency,
they are also platform sensitive [12].

In the Smart Grids, Machine-to-Machine (M2M) communication networks are fundamental to enable
managing the huge number of sensors and actuators distributed all over the LV and MV networks.
Power Line Communications (PLC) technologies represent a trade-off between technical (e.g., low
latency, high availability), and economic perspectives (e.g., low deployment and operational costs).
The paper in [13] highlights some of the most relevant challenges in the area of PLCs and presents a
set of cutting-edge software tools which are being developed to overcome them, facilitating the
planning, deployment, and operation of this kind of networks. It presents a tool focused on diagnosing
problems in operational networks based on monitoring them and analyzing collected traffic traces.
The authors also describe simulation tools for PRIME and MV-BPL (Broadband over Medium Voltage
Power Lines) networks, the main goal of which is to facilitate their planning and performance
evaluation. They believe this kind of tools would help DSOs in troubleshooting existing deployments
[13].

As reported by [13], several companies and universities are actively exploring how to use tools and
technologies to realize a smarter grid. Example projects from the US include:
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e The lllinois Institute of Technology (IIT) and partners proposed to develop and demonstrate a
system and supporting technologies to achieve Perfect Power at the main campus of IIT. Plans are
for a self-healing, learning and self-aware smart grid that identifies and isolates faults, reroutes
power to accommodate load changes and generation, dispatches generation and reduces demand
based on price signals, weather forecasts, and loss of grid power [14].

e Some utilities are using predictive tools utilizing phasor measurement data for forecasting possible
geomagnetic disturbances and protecting transformers from damage [15].

e A popular application is asset management where utilities are utilizing predictive analysis to
determine when their assets require maintenance [16].

o Tollgrade Communications company provides data mining and machine learning-based analytics
on historical events data in an integrated hardware-software platform for real-time event
detection. This demonstrates the use of predictive grid-analytics on data collected by the
company’s proprietary smart-grid sensors for preventing blackouts to occur. The platform
identifies anomalies on a distribution feeder before they magnify and thus enables a proactive,
predictive strategy for managing real time events, similar to the concept envisaged for predictive
detection of unintentional islanding in feeders. Utilities like Western Power Distribution have used
this platform and have experienced improved reliability indices [17].

The authors of [13] also report some examples of smart grid projects and related tools from the UK:

e Network Constraints Early Warning Systems: the projects by Scottish Power Energy Networks aim
to utilize large-scale, distributed smart meter data to monitor and detect the risk of power surges
and voltage excursions beyond technical operational limits in different parts of the distribution
network (or subnetworks). With millions of consumers, one cannot collect data in real time from
every smart meter/consumer in the network, therefore an important question to answer is what
data granularity is needed for different parts of the network to detect these excursions and provide
early warnings of potential vulnerabilities [13].

e Thames Valley Vision by Scottish and Southern Electricity Networks: The project was the first
scaled deployment of LV substation monitoring of real time electricity data and their integration
into a distribution management system. Data were used for substation categorizations,
aggregation and forecasting of future network loading [18].

Moreover, another recent project, named UpGrid project [19], has been done under the H2020
program, developed by a European consortium that includes seven European countries (Spain,
Portugal, Poland, Sweden, United Kingdom, France and Norway). The target of this project was to
develop and validate solutions to enable the implementation of advanced functionalities over existing
technology, to form an integrated intelligent system. Additionally, improvement of the monitoring and
controllability of LV and MV grids was also targeted as a way to anticipate technical problems
associated with large-scale integration of Distributed Energy Resources (DERs), bringing the end users
closer to system operation and planning. In this context, reference [19] as outcome of the UPGRID
project describes the usage and implementation of the Common Information Model (CIM),
standardized through the IEC 61970, IEC 61968 and IEC 62325 series, as the reference data model for
the project, which provides highly useful knowledge for Net2DG. The primary benefit of CIM is that it
models the static as well as dynamic information that defines a power system to facilitate integration
of applications such as an energy management system and a distribution management system
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developed independently by different vendors. As the grid topology subsystem in Net2DG is specific
to the individual DSOs (from Stadtwerke Landau and Thy-Mors Energi), not only a common language
is required to interoperate between the working groups but also a common messaging between
applications has to be developed in the project. For this, Section 5.2 provides details of the “CIM
inspired” grid topology model that will be used in Net2DG.

The authors of [20] developed a simulation platform as a, performant, modular and parallelizable tool
to automatically analyze large LV network sets. Their environment is capable of analyzing a high
number of networks and performing various in-depth studies, including the calculation of the maximal
hosting capability per feeder for a high number of scenarios.

Reference [21] considers the scenario of information integration of different information sources for
grid outage analysis. It provides a high-level data model as well as a high-level view of using a
universal service bus to connect different data sources. However, the publication does not go into
details or evaluation of its realization, neither does it present and analyse concrete algorithms.
Regarding Data Models, both the Modbus protocol specification and also the specification of IEC
61850 for substation automation [22] contains data models that are candidates to use for the ICT
Gateway.

In order to cope with the increasing complexity of the power grid, due to higher penetration of
distributed resources and the growing availability of interconnected systems, there has been an ever-
increasing interest in multi-sensor data fusion technology, driven by its versatility and diverse areas of
application. In this context, reference [23], presents a review of the data fusion state of the art,
exploring its conceptualizations, benefits, and challenging aspects, as well as existing methodologies.
Similarly, reference [24] proposes a computational framework for power systems data fusion, based
on probabilistic graphical models. According to [24], this framework is capable of combining
heterogeneous data sources with classical state estimation nodes and other customized
computational nodes. The fused information is demonstrated to reduce the effect of noise in the
various data sources, and occurrences of missing or erroneous data are easily overcome and
diagnosed. However, this work is based on the assumption of having fully known measurement
functions without highlighting the impact of variable information from heterogeneous sources.
Further, reference [25] introduces a data fusion method based on an ordered weighted averaging
operator for smart grids that is meant for fast and accurate fault detection and diagnosis to isolate
faulty components and avoid further complications.

Other standardization frameworks exist in the area of electricity distribution and metering. For
metering the most commonly used standard is DLMS/Cosem, which is standardized in the DLMS forum
and adopted by IEC as IEC 62056. DLMS/Cosem defines the communication protocol (DLMS) and the
inherent data/object model (Cosem), the latter uses OBIS codes as data type identifiers.

On higher level, the market trend is to build integrations on the IEC 61968 family of standards. It
includes the definition of the Common Information Model (CIM) as well as the interface specification
(IEC 61968-9) and its adaptation to specific scenarios like metering or substation control. Objects
within the CIM model are identified by a CIM code (an 18-element dotted notation, described in
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IEC61968-9, annex C). This notation allows a very detailed expression of the measurement data (type,
unit, measurement method, etc.).
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3 Analysis and Overview of Existing Interfaces

3.1 Interface Overview

For interfacing between various subsystems, the ICT Gateway needs some way to be able to use a
variety of interfaces, protocols and data models. In Figure 2 the concept that Net2DG has taken is
illustrated at an abstract level.

ICT gateway
S
Subsystem Subsystem Su bsyste
adapter adapter adapter
N /
A k
N S P S S S
/ / N

“ Subsystem

Subsystem
HES

HES

Subsystem |
. HES

Figure 2: Simplified Overview of Interfacing Concept Between Subsystems and ICT Gateway

For each subsystem two components are defined to ensure the interaction:
o A subsystem adapter: A software piece that ensures the ICT Gateway is able to communicate
via the appropriate protocol for the specific subsystem
e A HeadEnd System (HES): is a centralized software entity that bridges the complex network of
information sources to the single link towards the ICT gateway (via the adapter).

This approach is taken as a natural decision as most existing subsystems already have some sort of HES
available, for the purpose of hiding internal management of nodes and communication, and to provide
a clean interface to client software such as the ICT gateway (via adapters). Other subsystems such as
PQ measurement devices do not yet have such a structure, but the intention is to keep this design
approach consistently for all, as it allows flexible extension and management of the fleet of devices
deployed. Doing so releases the ICT gateway from a number of otherwise potentially complex
operations, such as device and service discovery, security and trust establishment, dynamic IP address
mapping and distributes pre-processing load for e.g. data validation etc. such it is not all located on a
single machine.

In all circumstances, the first step of applying this concept is to understand existing interfaces and
interaction possibilities, which is done systematically in the following sub sections. Later, in Section 5
and 6, details on how these adapters (and their responsive HES) are integrated in the architecture is
detailed. Each of the following sub sections describes interfaces between such an adapter and HES as
illustrated in Figure 2.
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3.2 AMIHE to ICT GW

The electricity meters come with an integrated radio unit which is able to communicate with other
meters and data concentrators. Each meter relays communication between other meters, and
together they form a tight mesh infrastructure with hundreds of alternative communication lines. The
many alternative communication lines create a highly stable and secure network, even when meters
are decommissioned, moved or added. An advanced metering infrastructure (AMI) network is just as
dynamic as the distribution network which it is commissioned to control. The data concentrator
manages and optimises the communication lines automatically to retain reliability, stability and
performance and thereby serving as the AMI HeadEnd system. The smart meters are able to generate
alarms in case of poor power quality, tamper detection, etc. These alarms are pushed through the
radio mesh network to the data concentrators with priority and then further pushed through the
HeadEnd system to the ICT GW. The ICT GW system is used for storing and working with meter date.
The HeadEnd supplies data to other business systems such as billing systems, distribution management
systems and operation management systems. The data concentrators contain distributed intelligence
for the autonomous collection of metering values and power quality events throughout the day. As
soon as the data has been collected by the concentrators it is forwarded to a HeadEnd system.

Table 1 and Table 2 identify the interface options between AMI HE and ICT GW, and the list of data
and event loggers, respectively.

Table 1: Subsystem Interface Options

System AMI HE to ICT GW ICT GW to HE HE to ICT GW
Request-Reply( Request(logger(x]) Reply(logger[x])
Publish N/A Send logger upon request

AsyncRequest(order(x)) Request for asynchronous OK or Not-OK
execution of order(x)
SyncRequest(order(x) Request for synchronous OK or Not-OK

execution of order(x)

Reply(status, [result])

Reply from order request, in
case of asynchronous request,
it contains a status on the
acceptance of the order
request (OK/Not-OK). For the
synchronous request, it
contains an execution status
and optionally an order result.

Table 2: List of data and event loggers
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List of data loggers

List of event loggers

Load Profile? (5, 15, 30, 60min)

Voltage Quality

Analysis Logger

Power quality

Power Quality Meter RTC
Daily Logger Breaker
Debitlogger Neutral fault
Earth fault Earth fault
Temperature

The representation and specification of the data models used in the AMI HE to ICT GW are presented

in Table 3.

Table 3: Data models and representation

AMI HE to ICT GW

Specification

Voltage Quality

Phase, event, mean/max/min. value

Load Profile

Active & Reactive energy

Power Quality

Frequency counter,
voltage variation +10%,
rapid voltage changes,
power interrupts,
voltage dips and swells,
voltage THD L1 to L3,
current THD L1 to L3.

Table 4 presents the possible time synchronisation interfaces between AMI HE and ICT GW.
Considering that the ICT GW may be synchronised via an NTP server, the HE may preferable be time

synchronized to the same NTP server, but in cases where this is not possible, the ICT GW may need

time synchronisation signals from all subsystems to be able to determine a common time base.

Table 4: Time Synchronisation

AMI

ICT GW to AMI HE AMI HE to ICT GW

Time synchronisation

The units are synchronised to The HeadEnd System receives
an NTP (Network Time its time from the server it is

Protocol) source attached to.

A brief list of alarms sent from AMI HE to the ICT GW is given in Table 5.

Table 5: List of alarms

! Active energy, Reactive energy, Quality, Status
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AMI HE to ICT GW

Description

Over voltage L1 to L3

Set if overvoltage on phase

Under voltager L1 to L3

Set if undervoltage on phase

Missing phase fault L1 to L3

Set if phase is missing

Phase Voltage sequence

Set if phase voltage sequence is reversed

Earth Fault

Set if earth fault is detected

Magnetic detection

Set if magnetic field is detected - Tampering

ReversePhaseCurrent L1 to L3

Set if reverse current is detected on phase

VoltageAsymmetryStatus

Set if voltage asymmetry is above 2%

Power fail

Set if power fail is registered

NoPhaseCurrent L1 to L3

Set if no current is registered on phase

Table 6 lists the required components and their description for the installation, operation and

maintenance of communication between AMI HE and ICT GW.

Table 6: Required system infrastructure for installation, operation and maintenance

Infrastructure component

Description

LAN infrastructure and WAN infrastructure As required

Domain controller

Directory domain controller must be available
for user verification and management, the
domain controller is required to obtain role-
based access to the system.

Active Directory Federation Services

AD FS must be available for role/right services
for easy administration

Active Directory Certificate Services

AD CS must be available to support role/right
service.

Network naming services DHCP, WINS, DNS

IP address management.

Backup infrastructure

For data protection, a backup solution must be
available. The backup solution must be able to
backup file systems.

FTP server An FTP server is required to support firmware
uploads. The FTP server can be closed down
when not in use.

NTP server An NTP server is required for network time

synchronisation.

VPN terminator

A VPN server acts as either a hardware
appliance or a virtual server. Both solutions use
pfSense.

3.3 Solarweb Server to ICT Gateway Interface
